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Abstract—This paper explores the new technique for CBIR based on bins approach. Bins approach is based on the novel idea of dividing 
the image histograms into four parts to form 64 bins. Each image is separated into three planes and a histogram of each of them is 
calculated. Each histogram is divided into four parts with part ids 0, 1, 2 and 3. Three planes, each divided in four parts generates 43 bins. 
Initially these bins have the count of pixels from the image under feature extraction process.  These contents are further processed by 
computing the first four moments namely Mean, Standard deviation, Skewness and Kurtosis. This is generation of four types of feature 
vectors for each image. Bins formation is experimented with two different techniques. One is linear partitioning (LP) and the other is centre 
of gravity (CG) partitioning.  Based on this multiple feature vector databases for database of 2000 BMP images are prepared as 
preprocessing work. Query fired to the proposed system is compared with the database images by means of three similarity measures 
Euclidean distance, Absolute distance and Cosine correlation distance.  Performance of proposed approaches is evaluated using three 
paramemeters namely Precision Recall Cross over Point (PRCP), Longest String (LS) and Length of String to Retrieve all Relevant 
(LSRR).  Performance of both partitioning in 64 bins formation is observed and compared so that the better one can be recommended.  

Index Terms— Absolute distance, Bins approach, CBIR, Centre of Gravity, Cosine Correlation distance,  Euclidean distance, Linear 
Partitioning, LS, LSRR, Mean, PRCP, Skewness. 

——————————      —————————— 

1 INTRODUCTION                                                                     
HIS paper explores new CBIR technique based on bins 
approach. The goal of any CBIR system is to make effi-
cient retrieval of a set of images that are similar to a query 

image from the large image database. The term similarity is in 
the sense of visually perceived similarity in content as felt by a 
common user. Explicitly identifying and entering descriptive 
keywords for each image manually is impractical. Because the 
creation of text-based queries is time consuming. It is not possi-
ble to generate a complete set of keywords for each image 
where at the same time user has to keep track that it should 
not catch the description about the other images in the data-
base. It requires the domain experts to observe and analyze 
the image contents or information so that correct description 
for them can be created for the indexing process. Many times 
the content will not be matched if the users of the system and 
the domain experts are using the different languages for de-
scribing the images. Text based retrieval is tedious and time-
consuming task which involves this textual annotations. To 
overcome these drawbacks and limitations vast research is 
going on this direction. Speed of technology advancement 
along with the enormous growth of digital information, cap-
turing and storage devices and internet usage are generating 
the need of automation in the retrieval process for the user 
satisfaction and time saving. These needs are actually motivat-

ing the researcher’s to explore some new techniques to pro-
vide the automation in this field of image retrieval. This im-
plies that automated Content-Based Image Retrieval (CBIR) 
systems need to be developed.  
The goal of our research is in the same direction, which ex-
plores the novel techniques for the image retrieval from very 
large databases based on image contents. Many CBIR systems 
have been developed in last few decades like QBIC , NeTra , 
MARS , Blobworld, PicToSeek and SIMPLIcity, MIT Photo-
book, Berkeley Chabot  Stanford WBIIS Virage System Co-
lumbia VisualSEEK and WebSEEK Systems. Each of these sys-
tems are exploring different techniques to extract image con-
tents to form the feature vector vectors and overcoming the 
drawbacks of text based retrieval systems [ 1-7 ].   
Image contents are classified into two categories local and 
global. Local contents can be directly extracted from the image   
that are color, texture and shape information of the image. 
Global contents can be extracted by performing some compu-
tations on local contents or image information so that they can 
be represented and used efficiently for the images to compare. 
The global features include signatures, histograms, Eigen im-
ages, wavelet representation etc.  Various approaches in the 
CBIR literature have used color and texture information as 
they are invariant to scaling and rotation.[8-11]. There are dif-
ferent techniques identified by many researchers for CBIR 
from two different domains, frequency domain [12-15] and 
spatial domain [16-17]. In frequency domain various trans-
forms and wavelets are used in many different ways to extract 
the image features. Spatial domain includes the CBIR tech-
niques based on Gaussian, Laplacian Pyramids, color coher-
ence vectors (CCV) and many more. [14-19]. This paper is pro-
posing the approach called “bins approach” for CBIR.  Bins 
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approach explored here is based on partitioning of the R, G 
and B histograms of the color (BMP) images in the database. It 
uses two different partitioning methods namely LP and CG 
partitioning and obtains 64 bins out of 256 bins of each of the 
R, G and B histograms of the image under process. Feature 
vector used for comparing the query and database images is 
none other than these set of 64 bins. Initially these bins are 
having the count of pixels falling in the specific partitions of R, 
G and B histograms.  These bins data is further processed to 
extract and represent image contents in various different 
types. We have computed statistical moments for the intensi-
ties being counted into each of these 64 bins.  First four statis-
tical moments are generating 4 different types of feature vec-
tors namely Mean, Standard deviation, Skewness and Kurto-
sis. While computing these moments we have consider each 
color intensity i.e red, green and blue separately. This way we 
have prepared multiple feature vector databases. This is re-
peated for both LP and CG partitioning techniques. Compari-
son of query and database image feature vector is carried out 
by means of three similarity measures namely Euclidean dis-
tance, absolute distance and cosine correlation distance. Per-
formance of all types of feature vectors with respect to mo-
ments, color and partitioning is evaluated and compared us-
ing three different parameters Precision Recall Cross over 
Point (PRCP), Longest String (LS), and Length of String to Re-
trieve all Relevant (LSRR). 

The paper is further organized as follows: Section 2 de-
scribes the histogram and its LP and CG Partitioning. Feature 
extraction process and types of feature vectors are explained 
in section 3. Similarity measures and performance evaluation 
parameters are explained in section 4 and 5 respectively. Ex-
perimental results and discussions are presented in section 6 
that is followed by conclusion in section 7. 

2   R, G, B HISTOGRAMS AND PARTITIONING  
2.1 R, G and B Histograms 
Feature extraction is core phase of the CBIR systems. In this 
work the feature extraction mainly deals with the histogram of 
the image. Histogram is representing the frequency of the pix-
els at each intensity level [19-21]. 
In this work its starts with the separation of R, G and B planes 
of image under feature extraction process. Then compute the 
histogram for each plane. Figure1. Shows the Bus image with 
its R, G and B planes. Figure 2 is showing the R, G and B his-
tograms computed for the R G and B planes. In each histo-
gram plot x-axis is presenting the color intensity i.e.(R, G and 
B) from 0 to 255 and y-axis is representing the frequency of 
each intensity level in terms of counting the number of pixels 
of each intensity level[21- 25] 

 
2.2 LP and CG Partitioning of R,G and B histograms 
In the feature extraction process second important step we 
execute is bins formation process. Instead of using all 256 bins 
of each (R, G and B ) histograms we are using just 64 bins out 
of it. It reduces the dimension of the feature vector, which re-
duces the computational complexity.  These 64 bins are not 
selected randomly; it follows the partitioning method to gen-

erate these 64 bins. It includes the partitioning of the histo-
gram. According to linear partitioning (LP) the histograms are 
partitioned just by taking the equal number of pixels into each 
partition.  LP partitioning into 4 parts. This way three histo-
grams, four parts each will generate 43=64 bin addresses. Each 
of these will hold the count of pixels. Figure 3a shows the LP 
partitioning of green histogram. LP partitioning takes care that 
each partition should get equal number of pixels. In this case 
we found that this idea of LP partitioning is ignoring the pixel 
intensities, it considers only the pixel count. Pixels intensities 
are the important contents of an image and to consider the 
importance of them we have used the other partitioning tech-
nique based on centre of gravity (CG).  This partitioning di-
vides the pixels in four parts such that each partition will have 
equal weight in terms of pixel intensities. It may have random 
no of pixel distribution in each partition 1, 2, 3 or 4. Figure 3b 
shows the CG partitioning of green histogram. Each partition-
ing generates 4 parts where each will get a part id 0, 1 , 2 and 3 
respectively as shown in Figures 3a and 3b.  

This process will be repeated for all three planes of each 
image and we obtain 64 bins for each image that can be ad-
dressed from 000 to 333. Performance of both partitioning 
techniques is observed, analyzed and compared so that which 
on is better in 64 bins formation can be proved.  

               

 
 

 

   
 
Figure 1.  Original Bus Image with its Separated R, G and 
B planes 
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Figure 2.  R, G and B Histograms of R, G and B Planes 
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Figure 3a.  LP Partitioning          3b.  CG Partitioning 

3   MOMENTS AS FEATURES EXTRACTED TO 64 BINS  
Feature extraction is core phase of all CBIR systems. This pa-
per proposed a new method of forming 64 bins from R, G and 
B histogram of the image under feature extraction process. 
Initially the 64 bins are holding just the count of pixels which 
is not containing the meaningful information of the image. To 
represent and to make effeicent use of image contents; statisti-
cal properties are computed for the intensities of the pixels 
counted into each of the 64 bins. Computation of these statisti-
cal features is nothing but the calculation of first four moments 
namely Mean, Standard deviation (STD), skewness (SKEW) 
and kurtosis (KURTO).  
 We have obtained variety of features for each image of the 
database. As preprocessing part we have prepared multiple 
feature vector databases for all database images by executing 
the following sequence of steps. 
 
Step1. Read and spilt the image into R, G and B Planes 
Step2. Compute R, G and B histograms for R, G and B plane    
           respectively. 
Step3.  Partition the histogram either using (CG or LP) into four     
           parts. 
Sept4. Generate the 64 bins for each image and extract the count of    
           pixels into each bin. 

 
Sept5. Compute the first four moments for the total intensities             
          counted into each bin separately. In this step we compute the     
          moments MEAN, STD, SKEW and KURTO for each color            
          intensity (R, G and B) separately. e.g  for Red, green and    
          blue color intensities the moments calculated are as follows:   

 
R-color  : Rmean, Rstd, Rskew and Rkurto 
G-Color  : Gmean, Gstd, Gskew and Gkurto 
B-Color : Bmean, Bstd, Bskew and Bkurto 

 
Step6: Each feature vector based on different color and moment is   
          stored in separate feature vector database. 
  
The above steps are executed for both partitioning techniques 
LP and CG and in this way we have prepared multiple feature 
vector databases for all images in the database.  

 

4. SIMILARITY  MATCHING AND RETRIEVAL 
Once the preprocessing part is done, the system is ready for 
the next stage to accept the user query and generate the re-
trieval results for the same. Whenever query enters into the 
system , feature vector will be calculated for it in the same 
manner as it was followed in case of all database images.  
Now the system will try to match the query feature vectors 
with feature vectors in the feature database. This matching 
process is carried out using three similarity measures namely 
Euclidean distance (ED), absolute distance (AD) and cosine 
correlation distance (CD) [26-27]. The equations for them are 
given in equations 1, 2 and 3 as follows: 
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where D(n) and Q(n)  are Database and Query 
feature Vectors resp. 

 
 
 
 

(3) 

 
The distance between query and database images are calculat-
ed and sorted in ascending order for minimum to maximum 
distance. Then the retrieval set is determined by counting the 
number of images close to query images (at minimum dis-
tance) and retrieve them from the database.  

5. PERFORMANCE EVALUATION  
Whenever a new algorithm is being proposed and implement-
ed, its performance has to be evaluated so that the efficiency of 
that can be determined and its effective use can be recom-
mended. Performance of the proposed approaches discussed 
in this paper is evaluated using three parameters as Precision 
Recall Cross over Point (PRCP), Longest String (LS), Length of 
String to Retrieve all Relevant (LSRR). They re define as fol-
lows: 

 

 

(4) 

 

 

(5) 
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• LSRR: Defines the length of the traversal of sorted 
distances to recall all relevant images; and  

• Longest String: Defines the continuous longest string 
of relevant images collected from sorted distances. 

6. EXPERIMENTAL RESULTS AND DISCUSSION  
CBIR technique explored in this paper is based on bins ap-
proach. It generates 64 bins from 256 bins of (three histo-
grams) R, G and B histograms. This approach is based on color 
contents of the image. Then we are computing some textural 
properties of the data extracted to 64 bins. These are defined 
as first four moments representing four types of feature vec-
tors for each image for each color (R, G and B) separately. 
Experimentation is carried out with the following details. 
 
6.1 Database and Query Image 
Image database used for experimentation is consist of 2000 
BMP images including images from 20 different classes. It in-
cludes few classes from Wang database. Each class has 100 
images. Sample image from each of the 20 classes is shown in 
Figure 4. 

 
Figure 4. Sample of Image Database having 20 classes. 

 
For all the mentioned database images, system calculates the 
all types of feature vectors. Each type of feature vector is 
stored separately and separate feature databases are prepared 
for all 2000 images in the database. This is the preprocessing 
part of this CBIR system before the query enters into the sys-
tem. 

Query image: The image can be given as input to the sys-
tem. There are various approaches to give input to CBIR the 
system. Some systems are designed to support image contents 
as input, query by sketch or query by example. This system is 
designed to support the input as query by example etc. User 
can give any image as query image to the system. System cal-
culates the feature vector for the same as it calculates for the 
database images. 

To check and evaluate the system performance for all types 
of feature vectors we have used same set of 200 query images. 
It includes 10 images selected randomly from each of the 20 
classes of image database. Same set of queries are executed for 
all approaches discussed above and results are presented in 
following section. 
 
 

6.2 Query Matching and Retrieval 
As discussed in sections discussed above, as preprocessing 
part multiple feature vector databases are prepared before the 
query enters into the system. Whenever user fires the query 
image to the system, all types of feature vectors e.g Rmean, 
Rstd, Rskew an Rkurto for Red color contents similarly the 
same moments will be calculated for green and blue colors 
too. This same process is repeated for each type of histogram 
partitioning technique, i.e LP and CG. Each type query feature 
vector will be compared with all respective types of features in 
the feature vector databases. Comparisons are carried out us-
ing three similarity measures ED, AD and CD. All distances 
are sorted in ascending order and system is taking first 100 
images to find out images relevant to query. This count of 
query relevant images in first 100 images in nothing but the 
result obtained for parameter PRCP. Here Precision and recall 
both are same. Further these results are evaluated using two 
more parameters as mentioned earlier LS and LSRR. 

 
6.3 Results and Discussion 
As per the discussion and steps followed in experimental set 
up; set of 200 queries are fired to the system which are com-
pared by means of ED, AD and CD with all database images 
and results are presented as follows in terms of three parame-
ters PRCP, LS and LSRR.  
 
6.3.1 PRCP Results 
Note: Each numerical value given in table is representing the count 
of relevant images. 
 

TABLE 1 
PRCP: MEAN 

  R G B 

SM CG LP CG LP CG LP 

ED 5103 4949 5747 5260 5578 5460 

AD 6430 5930 6520 5720 6343 5819 

CD 4712 5066 5549 5596 5410 5795 
 

TABLE 2 
PRCP: STD 

  R G B 

SM CG LP CG LP CG LP 

ED 5397 4370 5948 5349 6199 5639 

AD 6404 5552 6719 6021 6899 6187 

CD 5239 4641 6176 5604 6359 5828 
 

TABLE 3  
PRCP: SKEW 

  R G B 

SM CG LP CG LP CG LP 

ED 5053 4202 5345 5028 5769 5419 

AD 5877 5279 6109 5618 6411 5977 

CD 4773 4348 5353 5204 5802 5600 
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TABLE 4 

PRCP: KURTO 

  R G B 

SM CG LP CG LP CG LP 

ED 5649 4548 6234 5601 6442 5855 

AD 6535 5802 6024 6186 7014 6389 

CD 5547 4849 6313 5799 6526 6001 
 
In all the above results, each entry in the table is total re-

trieval in terms of total PRCP for execution of 200 query imag-
es.  Comparing results on partitioning basis we found that CG 
is performing better as compared to LP in all cases except at 4 
places out of 36. Better results are highlighted with yellow 
color. When we compared these results with ideal PRCP value 
i.e 20,000 these results are indicating very less retrieval for 
each color result separately.  To improve these results we 
thought of combining these R, G and B results by using OR 
criteria so that the results can be improved further. 

 
In following table 5, we have shown the result after OR ing 

the PRCP results of R, G and B colors. Here we can observe 
that the results are improved to very good extent as compared 
to previous. Before applying OR criteria PRCP was around 0.3 
as average of 200 query images; Where as it is now crossing 
0.5 as average of 200 query images.  

 
TABLE 5 

PRCP: ‘R' OR 'G' OR 'B' 

 

ED AD CD 
CG LP CG LP CG LP 

MEAN 8422 8088 9418 8597 7853 8093 
STD 9408 8355 10110 9207 9243 8505 
SKEW 8990 8105 9710 8971 8762 8637 
KURTO 9681 8637 10225 9458 9496 8778 

 
In above results the consistency that CG is better than LP is 

maintained and the better results are highlighted with yellow 
color. Now clearly we can see that the PRCP i.e precision and 
recall both are same and have crossed 0.5 as an average of 200 
query images. This is indicated in the best among all results is 
highlighted in red color i.e total retrieval is 10225 (for KURTO 
with AD measure with CG partitioning) out of 20,000 for the 
execution of 200 query images. 

 
6.3.2 LS Results 

Next parameter used for performance evaluation is longest 
string of i.e. continuous sequence of relevant images in image 
set sorted according to distances (Min to Max). CBIR users will 
always look for the maximum retrieval of similar images for 
the given query. This parameter is trying to address the same 
for the user’s satisfaction.  

 
 

64_CG ORG TABLE 6 
MEAN : LONGEST STRING  
CD ED AD 

Flower 24 B 18 B 19 R 
Sunset 22 G 14 B 17 B 
Mountain 4 G 4 R 4 R 
Building 7 B 7 R 10 G 

Bus 8 G 10 B 21 B 
Diansour 13 B 12 G 51 R 
Elephant 7 R 7 R 7 B 
Barbie 38 R 37 R 40 R 
Mickey 8 G 18 R 30 R 
Horses 26 B 28 B 30 B 
Kingfisher 11 G 12 G 7 G 
Dove 40 G 44 G 55 G 
Crow 6 G 6 G 6 R 
Rainbowrose 42 G 46 G 52 B 
Pyramids 14 R 11 R 15 B 
Plates 5 G 5 R 7 B 
Car 16 G 16 G 11 G 
Trees 10 B 13 B 12 B 
Ship 7 G 12 G 13 G 
Waterfall 6 R 10 B 7 R 
AVG 15.4 16 20.35 
RGBCOUNT 4 11  5 7 7 6 7 5 8 

 

64_LP  ORG 

TABLE 7 
MEAN : LONGEST STRING 

CD ED AD 
Flower 24 B 16 B 19 B 
Sunset 15 R 23 R 18 R 
Mountain 4 R 6 B 5 G 
Building 4 R 4 R 5 G 
Bus 16 G 13 B 16 R 
Diansour 34 G 25 B 44 B 
Elephant 8 G 8 R 8 R 
Barbie 47 R 44 R 38 R 
Mickey 15 B 17 B 20 B 
Horses 51 B 32 B 30 B 
Kingfisher 18 B 12 B 9 B 
Dove 29 G 30 R 28 R 
Crow 7 B 8 B 9 B 
Rainbowrose 30 B 36 B 37 B 
Pyramids 11 R 10 R 22 R 
Plates 5 R 8 B 5 G 
Car 10 G 8 G 8 G 
Trees 7 B 14 B 13 B 
Ship 16 G 15 G 15 G 
Waterfall 6 R 7 B 7 R 
AVG 17.85 16.45 17.45 
RGBCOUNT 7 6 7 6 2 12 7 5 8 
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64_CG  ORG 

 
 TABLE 8 

STD : LONGEST STRING 
CD ED AD 

Flower 32 B 29 B 31 B 
Sunset 15 B 13 B 24 G 
Mountain 4 G 4 G 4 R 
Building 7 R 6 G 6 R 
Bus 26 G 24 G 28 G 
Diansour 54 G 61 B 66 G 
Elephant 10 G 10 G 10 G 
Barbie 46 R 57 R 60 R 
Mickey 27 R 27 R 32 R 
Horses 30 G 25 G 34 B 
Kingfisher 11 B 8 G 11 B 
Dove 53 B 52 B 56 R 
Crow 19 G 8 G 10 R 
Rainbowrose 46 B 42 G 40 G 
Pyramids 27 G 20 G 28 R 
Plates 6 G 8 B 8 B 
Car 6 R 9 R 8 B 
Trees 17 R 20 R 22 R 
Ship 11 B 13 R 14 R 
Waterfall 11 R 10 R 11 R 
AVG 22.35  21.8  24.6  
RGBCOUNT 6 8 6  6 9 5 10 5 5 

 

64_LP  ORG 

 
TABLE 9 

STD :  LONGEST STRING 

 CD ED AD 
Flower 29 B 34 B 33 B 
Sunset 12 G 13 B 19 G 
Mountain 5 G 7 R 4 R 
Building 7 R 5 R 6 R 
Bus 12 B 11 G 13 G 
Diansour 39 G 65 G 64 G 
Elephant 6 R 6 G 7 B 
Barbie 28 R 30 R 28 B 
Mickey 9 B 10 R 8 B 
Horses 45 B 30 B 43 B 
Kingfisher 20 G 16 B 21 B 
Dove 28 G 23 G 40 G 
Crow 12 B 8 B 12 B 
Rainbowrose 28 G 32 G 31 G 
Pyramids 18 G 15 G 12 G 
Plates 4 R 5 B 6 B 
Car 12 B 9 G 8 B 
Trees 12 G 10 B 11 B 
Ship 8 R 8 R 13 B 
Waterfall 5 R 8 R 9 G 
AVG 16.95  16.85  18.95  
RGBCOUNT 6 8 6 6 7 6 2 7 11 

64_CG ORG 

 
TABLE 10 

 SKEW : LONGEST STRING 
CD ED AD 

Flower 32 B 24 B 24 R 
Sunset 19 B 16 B 13 R 
Mountain 5 B 5 G 5 G 
Building 11 R 7 G 9 B 
Bus 12 G 17 G 14 B 
Diansour 32 G 50 G 66 B 
Elephant 9 G 7 G 8 G 
Barbie 48 R 62 R 61 R 
Mickey 16 R 23 G 24 R 
Horses 24 G 20 B 27 B 
Kingfisher 7 G 10 B 8 B 
Dove 53 R 45 B 51 B 
Crow 7 G 6 R 7 R 
Rainbowrose 40 G 41 G 32 G 
Pyramids 25 G 19 G 22 G 
Plates 6 B 10 B 7 B 
Car 5 R 7 R 10 B 
Trees 16 B 16 G 16 G 
Ship 11 B 10 G 10 G 
Waterfall 8 G 6 R 8 R 
AVG 18.9   19.75   20.7   
RGBCOUNT 5 9 6 4 10 6 6 6 8  

 

64_LP   ORG 

 
TABLE 11 

SKEW : LONGEST STRING 

 CD ED AD 
Flower 23 B 26 B 31 R 
Sunset 16 R 14 B 21 G 
Mountain 6 B 5 R 4 R 
Building 5 G 4 R 5 R 
Bus 14 G 11 B 11 G 
Diansour 45 G 48 G 59 G 
Elephant 9 R 6 R 7 R 
Barbie 27 R 32 B 25 R 
Mickey 11 B 10 B 8 R 
Horses 29 B 34 B 40 B 
Kingfisher 10 G 6 G 11 G 
Dove 32 G 24 G 50 G 
Crow 13 G 12 G 10 G 
Rainbowrose 24 G 31 B 34 B 
Pyramids 15 G 12 G 13 G 
Plates 6 G 7 B 4 B 
Car 12 B 9 B 9 B 
Trees 16 B 10 B 14 G 
Ship 9 B 9 R 10 B 
Waterfall 7 R 6 R 8 B 
AVG 16.45 15.5 18.3 
RGBCOUNT 4 9 7 5 5 10 6 8 6 
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64_CG ORG 

 
TABLE 12 

KURTO : LONGEST STRING 

 CD ED AD 
Flower 29 B 37 B 35 B 
Sunset 17 G 18 G 23 G 
Mountain 5 B 4 R 5 B 
Building 7 R 7 R 7 R 
Bus 29 G 23 G 28 G 
Diansour 63 G 61 B 69 R 
Elephant 11 G 10 G 10 G 
Barbie 42 R 62 R 60 R 
Mickey 30 R 29 R 39 R 
Horses 35 G 34 B 36 B 
Kingfisher 8 B 7 B 12 B 
Dove 59 B 56 B 59 B 
Crow 11 B 9 B 8 R 
Rainbowrose 53 B 46 G 35 G 
Pyramids 27 G 22 G 32 R 
Plates 7 B 7 B 12 B 
Car 9 R 8 R 7 R 
Trees 17 G 22 R 23 R 
Ship 13 B 11 B 10 R 
Waterfall 11 R 11 R 7 R 
AVG 23.6 23.65 22.5 
RGBCOUNT 5 7 8 7 5 8 10 4 6 

 

64_LP  ORG 

 
TABLE 13 

KURTO : LONGEST STRING 

 CD ED AD 
Flower 35 B 37 B 37 R 
Sunset 14 G 16 R 20 G 
Mountain 4 R 4 G 7 B 
Building 7 R 7 R 6 R 
Bus 26 B 14 B 13 G 
Diansour 39 G 45 G 54  G 
Elephant 10 R 6 G 6 R 
Barbie 32 R 32 R 33 R 
Mickey 13 B 10 R 14 R 
Horses 52 B 43 B 43 B 
Kingfisher 14 G 11 G 21 B 
Dove 28 G 26 G 43 B 
Crow 11 G 10 G 10 G 
Rainbowrose 35 G 33 G 34 G 
Pyramids 20 G 13 G 13 R 
Plates 5 R 5 B 7 B 
Car 15 B 11 B 12 B 
Trees 10 G 12 B 14 B 
Ship 8 G 8 B 13 B 
Waterfall 5 R 6 R 8 G 
AVG 19.15 17.15 20 
RGBCOUNT 6   9   6 5   8   7 6  6  8 

64_CG  ORG 

 
TABLE 14 

MEAN : LSRR 

 CD ED AD 
Flower 83 B 51 G 38 B 
Sunset 45 R 77 G 69 G 
Mountain 71 B 60 B 61 G 
Building 60 G 58 G 53 G 
Bus 65 B 57 B 45 R 
Diansour 42 R 52 B 26 B 
Elephant 89 R 78 R 53 G 
Barbie 34 B 87 R 18 B 
Mickey 82 G 69 B 78 G 
Horses 68 G 51 B 40 G 
Kingfisher 54 G 77 B 73 G 
Dove 85 B 52 B 62 G 
Crow 99 B 89 G 57 B 
Rainbowrose 55 B 62 R 81 B 
Pyramids 82 R 78 R 43 G 
Plates 75 B 67 G 71 G 
Car 57 G 61 B 64 B 
Trees 81 G 54 G 39 G 
Ship 57 B 62 B 76 G 
Waterfall 87 B 79 G 73 R 
AVG 68.55 66.05 56 
RGBCOUNT 4 6 10 4 7 9 2 12 6 

 

64_LP   ORG 

 
TABLE 15 

MEAN : LSRR 

 CD ED AD 
Flower 47 B 56 G 71 G 
Sunset 66 B 62 B 56 B 
Mountain 62 B 66 B 57 B 
Building 55 G 56 G 48 G 
Bus 51 B 45 B 35 B 
Diansour 66 G 56 B 32 B 
Elephant 71 B 61 B 46 G 
Barbie 19 R 93 R 82 R 
Mickey 91 G 95 R 91 B 
Horses 28 B 62 G 65 G 
Kingfisher 56 B 83 B 85 B 
Dove 90 R 49 G 43 G 
Crow 100 R 100 R 100 R 
Rainbowrose 92 G 90 G 90 G 
Pyramids 71 R 67 G 46 R 
Plates 63 B 59 G 62 G 
Car 65 B 59 B 57 B 
Trees 57 B 54 G 51 G 
Ship 45 B 45 B 51 G 
Waterfall 60 B 68 G 55 R 
AVG 62.75 66.3 61.15 
RGBCOUNT 4   4  12 9  8  3    4   9  4 
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64_CG  ORG 

 
TABLE 16 

STD : LSRR 

 CD ED AD 
Flower 83 B 51 G 38 B 
Sunset 45 R 77 G 69 G 
Mountain 71 B 60 B 61 G 
Building 60 G 58 G 53 G 
Bus 65 B 57 B 45 R 
Dinosaur 42 R 52 B 26 B 
Elephant 89 R 78 R 53 G 
Barbie 34 B 87 R 18 B 
Mickey 82 G 69 B 78 G 
Horses 68 G 51 B 40 G 
Kingfisher 54 G 77 B 73 G 
Dove 85 B 52 B 62 G 
Crow 99 B 89 G 57 B 
Rainbowrose 55 B 62 R 81 B 
Pyramids 82 R 78 R 43 G 
Plates 75 B 67 G 71 G 
Car 57 G 61 B 64 B 
Trees 81 G 54 G 39 G 
Ship 57 B 62 B 76 G 
Waterfall 87 B 79 G 73 R 
AVG 68.55 66.05 56 
RGBCOUNT 4  6  10 4   7  9 2   12  6 

 

64_LP   ORG 

 
TABLE 17 

STD : LSRR 

 CD ED AD 
Flower 60 B 53 B 59 B 
Sunset 60 G 64 B 71 B 
Mountain 76 R 84 G 76 B 
Building 78 B 54 G 46 G 
Bus 48 B 53 G 49 G 
Diansour 84 G 83 G 25 G 
Elephant 69 G 66 G 71 G 
Barbie 36 B 59 B 16 B 
Mickey 84 G 83 G 92 G 
Horses 24 G 39 G 34 B 
Kingfisher 79 B 83 B 85 B 
Dove 67 G 53 G 45 B 
Crow 84 G 86 B 51 G 
Rainbowrose 91 B 94 G 99 R 
Pyramids 65 G 63 G 38 G 
Plates 58 G 51 G 57 G 
Car 72 B 62 B 63 B 
Trees 57 G 44 G 38 G 
Ship 58 B 61 B 53 B 
Waterfall 73 G 73 G 62 R 
AVG 68.55 65.4 56.5 
RGBCOUNT 1   11  8 0   13   7 2  9  9 

64_CG  ORG 

 
TABLE 18 

SKEW : LSRR 

 CD ED AD 
Flower 62 G 36 G 39 B 
Sunset 72 G 63 B 69 G 
Mountain 89 R 89 R 66 G 
Building 90 G 66 G 61 G 
Bus 71 G 61 G 48 G 
Dinosaur 74 R 86 R 31 B 
Elephant 79 G 91 B 64 G 
Barbie 63 B 71 B 18 B 
Mickey 81 B 80 B 81 G 
Horses 50 G 47 G 44 G 
Kingfisher 70 B 82 G 76 G 
Dove 75 B 62 G 65 G 
Crow 77 B 82 B 60 B 
Rainbowrose 49 G 48 G 84 B 
Pyramids 65 R 83 G 47 G 
Plates 86 B 69 G 71 G 
Car 85 B 64 B 57 B 
Trees 57 B 49 G 38 G 
Ship 70 B 80 G 75 G 
Waterfall 83 B 80 R 70 R 
AVG 72.4 69.45 58.2 
RGBCOUNT 3   7  10 3  11  6  1 13  6 

 

64_LP   ORG 

 
TABLE 19 

SKEW : LSRR 

 CD ED AD 
Flower 61 B 56 G 59 B 
Sunset 67 R 61 B 69 B 
Mountain 69 B 80 B 70 B 
Building 80 B 59 G 49 G 
Bus 56 G 56 B 53 B 
Diansour 92 B 92 G 39 G 
Elephant 71 G 69 G 73 G 
Barbie 57 R 69 B 24 B 
Mickey 85 B 83 G 93 G 
Horses 29 G 52 G 42 B 
Kingfisher 74 B 83 B 90 B 
Dove 67 B 55 G 44 G 
Crow 86 G 89 B 51 G 
Rainbowrose 90 G 93 G 99 R 
Pyramids 65 G 64 G 36 G 
Plates 60 G 57 G 61 G 
Car 75 B 64 B 60 B 
Trees 60 G 48 G 38 G 
Ship 55 B 65 B 56 B 
Waterfall 79 B 74 G 65 R 
AVG 68.9 68.45 58.55 
RGBCOUNT 2  8  10 0  12  8 2  9  9 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 7, July-2013                                                                    1555 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org  

64_CG  ORG 
TABLE 20 

KURTO : LSRR 

 CD ED AD 
Flower 53 B 39 B 35 B 
Sunset 58 G 66 B 59 G 
Mountain 81 R 85 B 60 G 
Building 84 G 57 G 56 G 
Bus 52 G 50 G 41 R 
Diansour 64 R 75 B 22 B 
Elephant 70 G 85 G 50 G 
Barbie 49 B 62 B 10 B 
Mickey 68 B 62 B 76 G 
Horses 54 G 45 G 38 G 
Kingfisher 70 R 79 G 74 G 
Dove 52 G 64 G 68 G 
Crow 69 B 78 B 57 G 
Rainbowrose 47 B 62 G 80 R 
Pyramids 58 R 73 G 41 G 
Plates 61 G 67 G 73 G 
Car 67 B 62 B 62 B 
Trees 51 B 41 G 39 G 
Ship 59 B 73 G 79 G 
Waterfall 77 G 75 G 74 R 
AVG  62.2 65 54.7 
RGBCOUNT 4 8  8 0  12  8 3  11  4 

 

64_LP   ORG 

 
TABLE 21 

KURTO : LSRR 

 CD ED AD 
Flower 61 G 58 G 57 B 
Sunset 59 G 63 B 76 B 
Mountain 71 B 80 G 73 G 
Building 75 B 53 G 43 G 
Bus 46 G 53 G 53 G 
Diansour 80 B 79 B 24 G 
Elephant 64 G 64 G 70 G 
Barbie 32 B 51 B 15 B 
Mickey 84 B 85 G 93 G 
Horses 21 G 40 G 34 B 
Kingfisher 74 B 83 B 86 B 
Dove 65 G 58 G 47 B 
Crow 76 B 79 B 46 G 
Rainbowrose 91 G 96 G 99 R 
Pyramids 58 G 56 G 37 G 
Plates 59 B 56 G 61 G 
Car 67 B 63 B 67 B 
Trees 59 G 44 G 37 G 
Ship 50 B 51 B 56 B 
Waterfall 72 G 69 G 61 R 
AVG 63.2 64.05 56.75 
RGBCOUNT 0   10  10 0  13  7 2   10  8 

Tables 6 to 13 are representing the results for LS obtained for 
CG and LP partitioning based histogram bins with moments 
MEAN, STD, SKEW and KURTO respectively. The results 
obtained are analyzed with respect to color feature i.e R, G 
and B, which is performing better, is identified in these results 
by taking the maximum LS into consideration. We found that 
green color is performing better among all then red and then 
blue. All best (maximum among all) are highlighted in green 
color. In second last row of all tables we are showing the aver-
age results of the 20 best results obtained as LS for each type of 
feature vector. The best values obtained for average LS are 24 
for kurtosis with AD measure for CG partitioning and it is 20 
for LP partitioning.  
 
6.3.3 LSRR Results 
Results obtained for LSRR gives you the length required to be 
traversed to collect all relevant images from database for the 
given query. That is why; the ideal LSRR should be as low as 
possible. Ideal LSRR indicates that the system will take less 
time to retrieve all relevant images from database. CG and LP 
partitioning based LSRR results obtained for first four mo-
ments MEAN, STD, SKEW and KURTO are shown in tables 14 
to 21 respectively.  Similar to LS; here also the results are ana-
lyzed with respect to color and we found that green is best 
among all three then blue and red. As for LSRR we are looking 
for minimum value, we have highlighted these results with 
green color wherever we obtain best LSRR. The average val-
ues recorded in the second last row of these tables are show-
ing that the lowest average obtained amongst all is 54% for CG 
(kurtosis with AD measure) and 56% for LP based results. LS 
and LSRR can be considered in % as we have 100 images of 
each class in the database.   
Overall observation of LS and LSRR parameters can be inter-
preted as maximum retrieval as LS has reached to 69% and the 
minimum traversal required making recall 1, is just 10% of 
2000 images. Means the proposed methods are performing 
quite well for satisfying the needs of CBIR users. 
 
Based on the work done explained in above sections, follow-
ing conclusions can be drawn. 

 7. CONCLUSION 
This paper describes the work done for the core phase of CBIR 
i.e feature extraction and has addressed the important issues 
like feature vector dimension reduction and retrieval efficien-
cy. Feature vector size is reduced to just 64 bins instead of us-
ing the 256 bins of entire histogram, as it is [28-30].  
Bins approach explored here is based on LP and CG partition-
ing; it has been found that CG is far better than LP in almost 
all results sets.  
Considering the types of feature vectors and their perfor-
mance, we found even moments are far better than odd mo-
ments.  
Performance comparison with respect to similarity measure 
we found AD is best among all and CD is better wherever ED 
and AD both are doing worst.   
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Observing the results of performance evaluation parameters 
we found that average retrieval of 200 query images from the 
database of 2000 images is crossing 0.5 in terms of  precision 
and recall (PRCP). Average LS and LSRR is 24 % and 54% re-
spectively.  Best LS is 69 and best LSRR is 10% are indicating 
the efficiency of the proposed approaches, which are simple to 
implement but found effective.   
Bins approach explored with 64 bins can be used effectively in 
various CBIR applications where the computational complexi-
ty is reduced to quiet good extent along with the improvement 
in the relevant retrieval.  
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